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Centrality

– All sociologists would agree that power is a fundamental property of social
structures. There is much less agreement about power and how we can describe
and analyze its causes and consequences. We will look at some of the main
approaches that social network analysis has developed to study power and the
closely related concept of centrality.

– To understand the basic concept of various centrality measurements, we thereby
implement three simple networks to demonstrate them: star, line, and circle.
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Centrality
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Degree Centrality

– Actors who have more ties to other actors may be in advantaged positions. Because
they have many ties, they may have alternative ways to satisfy needs and are less
dependent on other individuals. Because they have many ties, they may have access
to and can call on more of the network's resources as a whole.
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Degree Centrality
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– Degree

𝐶𝐶𝐷𝐷 = 𝑑𝑑 𝑛𝑛𝑖𝑖 = �
𝑗𝑗

𝑋𝑋𝑖𝑖𝑗𝑗

– Normalized Degree
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Degree Centrality

– Degree Measurement
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Degree Centrality

– Degree Centrality Measurement
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Degree Centrality Application
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Bruno Gonçalves (2021) Preferential Attachment and the Barabási-Albert model. https://graphs4sci.substack.com/p/preferential-attachment-and-the-barabasi



In-degree & Out-degree 
Centrality

– For a directed network, we may connect
to others by different linkage directions.

- In-degree is the number of ties received.
- Out-degree is the number of ties sent.
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Closeness Centrality

– Degree centrality measures might be criticized because they
only take into account the immediate ties that an actor has or
the ties of the actor’s neighbors rather than indirect ties to all
others.

– One actor might be tied to a large number of others, but those
might be rather disconnected from the network as a whole. In
a case like this, the actor could be quite central, but only in a
local neighborhood.
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Closeness Centrality

– A further distance indicates a lower impact.
– Closeness Centrality

𝐶𝐶𝑐𝑐 𝑛𝑛𝑖𝑖 = �
𝑗𝑗=1

𝑔𝑔

𝑑𝑑(𝑛𝑛𝑖𝑖 ,𝑛𝑛𝑗𝑗)

−1

– Normalized  Closeness Centrality
𝐶𝐶𝑐𝑐 𝑛𝑛𝑖𝑖 = 𝑔𝑔 − 1 𝐶𝐶𝑐𝑐 𝑛𝑛𝑖𝑖
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Closeness Centrality

– Star network
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Closeness Centrality

– Line network
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Closeness Centrality

– Circle network
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Closeness Centrality

– How about measuring closeness centrality for a directed 
network?

– The closeness centrality measurement in Networkx, a Python 
package for network analysis, is based on the in-flow distance.

– If you want to measure the out-flow-based closeness centrality, 
then you may use the function “G.reverse()” instead of.
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Betweenness Centrality
– Suppose that you are the leader of entertainment in a

university and have to hold a campus activity; however,
you do not have the contact information for some
departments.

– Therefore, you have to contact these departments
through some classmates (agents) in order to achieve
your goal. These classmates have agent characteristics
because they have different friends from various
departments.

– To quantify this characteristic, we introduce a new
network indicator, “betweenness Centrality.”
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Betweenness Centrality
– The mathematical definition of betweenness

centrality as follows,

𝑔𝑔 𝑣𝑣 = �
𝑠𝑠≠v≠t

𝜎𝜎𝑠𝑠𝑠𝑠 𝑣𝑣
𝜎𝜎𝑠𝑠𝑠𝑠

– where 𝜎𝜎𝑠𝑠𝑠𝑠 is the total number of shortest paths
from node 𝑠𝑠 to node 𝑡𝑡 and 𝜎𝜎𝑠𝑠𝑠𝑠 𝑣𝑣 is the number of
those paths that pass through 𝑣𝑣 (not where 𝑣𝑣 is an
end point).
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Betweenness Centrality

– For a normalized betweenness centrality, the betweenness centrality of a node
scales with the number of pairs of nodes as suggested by the summation indices.
Therefore, the calculation may be rescaled by dividing through by the number of
pairs of nodes not including 𝑛𝑛, so that 𝑔𝑔 ∈ [0,1]. The division is done by (𝑁𝑁 −
1)(𝑁𝑁 − 2) for directed graphs and (𝑁𝑁 − 1)(𝑁𝑁 − 2)/2 for undirected graphs,
where 𝑁𝑁 is the number of nodes in the giant component.

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑔𝑔 𝑛𝑛 =
𝑔𝑔 𝑛𝑛 − min 𝑔𝑔

max 𝑔𝑔 − min 𝑔𝑔
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Betweenness Centrality

– In a weighted network, the links connecting the nodes are no longer treated as
binary interactions but are weighted in proportion to their capacity, influence,
frequency, etc., which adds another dimension of heterogeneity within the network
beyond the topological effects. A node's strength in a weighted network is given by
the sum of the weights of its adjacent edges.

𝑠𝑠𝑖𝑖 = �
𝑗𝑗=1

𝑁𝑁

𝑛𝑛𝑖𝑖𝑗𝑗𝑤𝑤𝑖𝑖𝑗𝑗

With 𝑛𝑛𝑖𝑖𝑗𝑗 and 𝑤𝑤𝑖𝑖𝑗𝑗 being adjacency and weight matrices between nodes 𝑖𝑖 and 𝑗𝑗,
respectively.
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Betweenness Centrality

– Examples
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Freeman Discussion

– Degree centrality is to measure the initialization of
communication within a network.

– Closeness and betweenness centrality are to measure the
impact ability of your neighbors to the others within a network,
rather than directly evaluating your connections (i.e., degree
centrality).
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Network-level Degree Centralization

– Degree Centralization

𝐶𝐶𝐷𝐷 =
∑𝑖𝑖=1
𝑔𝑔 𝐶𝐶𝐷𝐷 𝑛𝑛∗ − 𝐶𝐶𝐷𝐷 𝑖𝑖
𝑁𝑁 − 1 𝑁𝑁 − 2

𝐶𝐶𝐷𝐷(𝑛𝑛∗) is the maximum value within the network.
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Network-level Degree Centralization

– In Snijders (1981), the scientist adopted the concept of variance for measuring the
centralization of a network.

𝑆𝑆𝐷𝐷2 =
∑𝑖𝑖=1
𝑔𝑔 𝐶𝐶𝐷𝐷 𝑛𝑛𝑖𝑖 − 𝐶𝐶𝐷𝐷 2

𝑔𝑔

– This indicator equips the concept of variance, which represents the dispersion and
heterogeneity between actors (nodes) within the network.
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Network-level Degree Centralization

– Please calculate these two network-level degree centralization indicators of the
following three networks.
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Information Centrality

– Information centrality further considers the information flow between nodes within a
network.

– There are two reasons:
– Assume that the chosen probability of each shortest path is equal
– Only consider the shortest path and neglect other paths

– Stephenson & Zelen (1989) developed “information centrality,” considering all paths
between two nodes with weighting parameters of path distance.

– The further path distance indicates a lower quality of information flow.
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Information Centrality

– Current-flow closeness centrality is a variant of closeness centrality based on effective
resistance between nodes in a network. This metric is also known as information centrality.

𝐶𝐶𝐼𝐼 =
𝑛𝑛

∑𝑗𝑗=1𝑛𝑛 1
𝐼𝐼𝑖𝑖𝑗𝑗

– where 𝑛𝑛 is the number of nodes and 𝐼𝐼𝑖𝑖𝑗𝑗 the Laplacian matrix calculated from the information
centrality of a path from node 𝑖𝑖 to 𝑗𝑗.

– The information centrality of a node is measured by an average of all paths originating from
the specific node.
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Information Centrality

– Examples
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Eigenvector Centrality

– Eigenvector centrality (eigencentrality or prestige score) 
measures a node's influence in a network. Relative scores are 
assigned to all nodes in the network based on the concept that 
connections to high-scoring nodes contribute more to the score 
of the node in question than equal connections to low-scoring 
nodes. A high eigenvector score means that a node is 
connected to many nodes that themselves have high scores.
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Eigenvector Centrality

– For a given graph 𝐺𝐺 ≔ 𝑉𝑉,𝐸𝐸 with 𝑉𝑉 vertices, let 𝐴𝐴 = 𝑛𝑛𝑣𝑣,𝑠𝑠 be the adjacency
matrix, i.e., 𝑛𝑛𝑣𝑣,𝑠𝑠 = 1 if vertex 𝑣𝑣 is linked to vertex 𝑡𝑡, and 𝑛𝑛𝑣𝑣,𝑠𝑠 = 0 otherwise. The
relative centrality score, 𝑥𝑥𝑣𝑣 of vertex 𝑣𝑣 can be defined as:

𝑥𝑥𝑣𝑣 =
1
𝜆𝜆 �
𝑠𝑠∈𝑀𝑀 𝑣𝑣

𝑥𝑥𝑠𝑠 =
1
𝜆𝜆�
𝑠𝑠∈V

𝑛𝑛𝑣𝑣,𝑠𝑠𝑥𝑥𝑠𝑠

– Where 𝑀𝑀(𝑣𝑣) is the set of neighbors of 𝑣𝑣 and 𝜆𝜆 is a constant. With a small
rearrangement this can be rewritten in vector notation as the eigenvector equation.
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Eigenvector Centrality

– Matrix Multiplication Meaning
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Eigenvector Centrality

𝐴𝐴𝑥𝑥 = 𝜆𝜆𝑥𝑥
– In general, there will be many different eigenvalues 𝜆𝜆 for which a non-zero

eigenvector solution exists. However, the additional requirement that all the entries
in the eigenvector be non-negative implies (by the Perron-Frobenius theorem) that
only the greatest eigenvalue results in the desired centrality measure.

– The 𝑣𝑣𝑠𝑠𝑡 component of the related eigenvector then gives the relative centrality score
of the vertex 𝑣𝑣 in the network. The eigenvector is only defined up to a common factor,
so only the ratios of the centralities of the vertices are well defined.

Mar. 18, 2024

Chun-Hsiang Chan @ ST.ds 31

https://en.wikipedia.org/wiki/Eigenvector_centrality

https://en.wikipedia.org/wiki/Eigenvector_centrality


Eigenvector Centrality

– Examples:

In the code part, we will tell you how to get the eigenvector
centrality from Eigen decomposition.
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Eigenvector Centrality

– Please calculate the eigenvector centrality of the following network.
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Eigenvector Centrality

– If the given network is directed, then what do you expect the 
eigenvector centrality?
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HITS Algorithm

– Hyperlink-induced topic Search (HITS, also known as hubs and authorities)
is a link analysis algorithm that rates Web pages, developed by Jon Kleinberg.

– The idea behind Hubs and Authorities stemmed from a particular insight
into the creation of web pages when the Internet was initially forming; that
is, specific web pages, known as hubs, served as large directories that were
not authoritative in the information that they held but were used as
compilations of a broad catalog of information that led users direct to other
authoritative pages.
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HITS Algorithm

– In other words, a good hub represents a page that points to many other pages, while
a good authority represents a page that is linked by many different hubs.

– The algorithm performs a series of iterations with two basic steps:
– Authority update: Update each node's authority score to equal the sum of

the hub scores of each node that points to it. A node is given a high authority
score by being linked from pages recognized as Hubs for information.

– Hub update: Update each node's hub score to equal the sum of the authority
scores of each node it points to. A node is given a high hub score by linking to
nodes considered authorities on the subject.
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HITS Algorithm

– The Hub score and Authority score for a node is calculated with the following
algorithm:

– Start with each node having a hub score and authority score of 1.
– Run the authority update rule
– Run the hub update rule
– Normalize the values by dividing each Hub score by the square root of all Hub

scores and dividing each Authority score by the square root of the sum of the
squares of all Authority scores.

– Repeat the second step as necessary.
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HITS Algorithm
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HITS Algorithm
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HITS Algorithm
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HITS Algorithm
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HITS Algorithm
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HITS Algorithm

– Design the HITS algorithm code without using networkx and 
compute the following network.
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PageRank Algorithm

– PageRank works by counting the
number and quality of links to a page to
determine a rough estimate of how
important the website is.

– The underlying assumption is that more
important websites will likely receive
more links from other websites.
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PageRank Algorithm

– Assume a small universe of four web pages: A, B, C, and D. Links are ignored from a
page to itself. Multiple outbound links are treated as a single link from one page to
another. PageRank is initialized to the same value for all pages.

– In the original form of PageRank, the sum of PageRank over all pages was the total
number of pages on the web at that time, so each page in this example would have an
initial value of 1. However, later versions of PageRank and the remainder of this
section assume a probability distribution between 0 and 1. Hence, the initial value for
each page in this example is 0.25.
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PageRank Algorithm

– The PageRank transferred from a given page to the targets of
its outbound links upon the next iteration is divided equally
among all outbound links.

– If the only links in the system were from pages B, C, and D to A,
each link would transfer 0.25 PageRank to A upon the next
iteration, for a total of 0.75.

𝑃𝑃𝑃𝑃 𝐴𝐴 = 𝑃𝑃𝑃𝑃 𝐵𝐵 + 𝑃𝑃𝑃𝑃 𝐶𝐶 + 𝑃𝑃𝑃𝑃 𝐷𝐷
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PageRank Algorithm

– Suppose instead that page B had a link to pages C and A, page C had a link to page A,
and page D had links to all three pages. Thus, upon the first iteration, page B would
transfer half of its existing value (0.125) to page A and the other half (0.125) to page C.
Page C would transfer all of its existing value (0.25) to the only page it links to, A.
Since D had three outbound links, it would transfer one third of its existing value, or
approximately 0.083, to A. At the completion of this iteration, page A will have a
PageRank of approximately 0.458.

𝑃𝑃𝑃𝑃 𝐴𝐴 =
𝑃𝑃𝑃𝑃 𝐵𝐵

2 +
𝑃𝑃𝑃𝑃 𝐶𝐶

1 +
𝑃𝑃𝑃𝑃 𝐷𝐷

3
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PageRank Algorithm

– In other words, the PageRank conferred by an outbound link is equal to the
document's own PageRank score divided by the number of outbound links 𝑳𝑳.

𝑃𝑃𝑃𝑃 𝐴𝐴 =
𝑃𝑃𝑃𝑃 𝐵𝐵
𝐿𝐿(𝐵𝐵) +

𝑃𝑃𝑃𝑃 𝐶𝐶
𝐿𝐿(𝐶𝐶) +

𝑃𝑃𝑃𝑃 𝐷𝐷
𝐿𝐿(𝐷𝐷)

– In the general case, the PageRank value for any page 𝒖𝒖 can be expressed as:

𝑃𝑃𝑃𝑃 𝑢𝑢 = �
𝑣𝑣∈B𝑢𝑢

𝑃𝑃𝑃𝑃 𝑣𝑣
𝐿𝐿 𝑣𝑣

– i.e. the PageRank value for a page 𝒖𝒖 is dependent on the PageRank values for each
page 𝒗𝒗 contained in the set 𝑩𝑩𝒖𝒖 (the set containing all pages linking to page 𝒖𝒖), divided
by the number 𝐿𝐿(𝑣𝑣) of links from page 𝒗𝒗.
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PageRank Algorithm

– The PageRank theory holds that an imaginary surfer who is
randomly clicking on links will eventually stop clicking. The
probability, at any step, that the person will continue following
links is a damping factor 𝑑𝑑. The probability that they instead
jump to any random page is 1 − 𝑑𝑑.

– Various studies have tested different damping factors, but it is
generally assumed that the damping factor will be set around
0.85.
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PageRank Algorithm

– The damping factor is subtracted from 1 (and in some
algorithm variations, the result is divided by the number of
documents (𝑁𝑁) in the collection. This term is then added to the
product of the damping factor and the sum of the incoming
PageRank scores. That is,

𝑃𝑃𝑃𝑃 𝐴𝐴 =
1 − 𝑑𝑑
𝑁𝑁 + 𝑑𝑑

𝑃𝑃𝑃𝑃 𝐵𝐵
𝐿𝐿 𝐵𝐵

+
𝑃𝑃𝑃𝑃 𝐶𝐶
𝐿𝐿 𝐶𝐶

+
𝑃𝑃𝑃𝑃 𝐷𝐷
𝐿𝐿 𝐷𝐷

+ ⋯
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PageRank Algorithm

𝐺𝐺 =

0 0 0 1 0 1
1 0 0 0 0 0
0
0
0
1

1
1
0
0

0 0 0 0
1 0 0 0
1
1

0
0

0 0
0 0

𝑪𝑪𝒋𝒋: 𝒄𝒄𝒄𝒄𝒄𝒄𝒖𝒖𝒄𝒄𝒄𝒄 𝒔𝒔𝒖𝒖𝒄𝒄

𝑛𝑛𝑖𝑖𝑗𝑗 = �
𝑔𝑔𝑖𝑖𝑗𝑗
𝑐𝑐𝑗𝑗

, 𝑖𝑖𝑖𝑖 𝐶𝐶𝑗𝑗 ≠ 0

0, 𝑖𝑖𝑖𝑖 𝐶𝐶𝑗𝑗 = 0
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PageRank Algorithm
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A1 =

0 0 0 1/1 0 1/1

1/2 0 0 0 0 0

0 1/2 0 0 0 0

0 1/2 1/3 0 0 0

0 0 1/3 0 0 0

1/2 0 1/3 0 0 0

A2 =

1/6 1/6 1/6 1/6 1/6 1/6
1/6 1/6 1/6 1/6 1/6 1/6
1/6 1/6 1/6 1/6 1/6 1/6
1/6 1/6 1/6 1/6 1/6 1/6
1/6 1/6 1/6 1/6 1/6 1/6
1/6 1/6 1/6 1/6 1/6 1/6

Basic concept: 𝐴𝐴 = 𝑝𝑝𝐴𝐴1 + 1 − 𝑝𝑝 𝐴𝐴2

Type 1 Probability Matrix Type 2 Probability Matrix

Convert from adjacency matrix Random walk

https://www.youtube.com/watch?v=dZ1hvXQofyo 

Actual formula: 𝑛𝑛𝑖𝑖𝑗𝑗 = �

𝑝𝑝𝑔𝑔𝑖𝑖𝑗𝑗
𝐶𝐶𝑗𝑗

+ 1−𝑝𝑝
𝑛𝑛

𝑖𝑖𝑖𝑖 𝐶𝐶𝑗𝑗 ≠ 0
1
𝑛𝑛

𝑖𝑖𝑖𝑖 𝐶𝐶𝑗𝑗 = 0



Transition Probability Matrix

– 𝐴𝐴 is known as the Markov matrix
– All elements range from 0 to 1, and the sum of each column

is equal to 1.

– If 𝑧𝑧 is the initial probability of each node, 𝐴𝐴𝑧𝑧 is the probability
after 1 transition, 𝐴𝐴2 is the probability after transitions, … and
so on.
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Transition Probability Matrix

– 𝐴𝐴𝑘𝑘𝑧𝑧 converges to the node rank if 𝑘𝑘 is large enough.

– 𝐴𝐴𝑘𝑘+1𝑧𝑧 = 𝐴𝐴𝑘𝑘𝑧𝑧 when 𝑘𝑘 is large  𝐴𝐴𝑥𝑥 = 𝑥𝑥 with 𝑥𝑥 = 𝐴𝐴𝑘𝑘𝑧𝑧
when 𝑘𝑘 is large  𝑥𝑥 is the Google PageRank.

– Most elements of 𝐴𝐴 are equal to 1−𝑝𝑝
𝑛𝑛

.

– If 𝑛𝑛 = 4 × 109 and 𝑝𝑝 = 0.85, then 1−𝑝𝑝
𝑛𝑛

= 3.75 × 10−11.
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Compute the PageRank

– Eigenvector method
– 𝐴𝐴𝑥𝑥 = 𝑥𝑥 𝑥𝑥 is the eigenvector corresponding to eigenvalue 1.
– Fact 1: 𝐴𝐴 always has 1 as its eigenvalue of maximum magnitude

– Power method
– Repeat 𝑥𝑥 = 𝐴𝐴𝑥𝑥 until 𝑥𝑥 converges
– The only possible approach for a large 𝑛𝑛
– Fact 2: 𝐴𝐴𝑘𝑘𝑧𝑧 is not affected by 𝑧𝑧 as 𝑘𝑘 increases
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Centrality and Behavior

– Centrality usually represents the “leadership” of the nodes
(actors); however, the leadership of all nodes could be divided
into different levels, for instance, global and local leaders.

– Sometimes, we want to choose a leader who can connect to
other people from various sources.

– As a result, we will adopt different centrality measurements in
various scenarios, depending on the targeted characteristics.
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Paper Reading
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Guimera, R., Mossa, S., Turtschi, A., & Amaral, L. N.
(2005). The worldwide air transportation network:
Anomalous centrality, community structure, and
cities' global roles. Proceedings of the National
Academy of Sciences, 102(22), 7794-7799.

Questions:
1. What is the objective of this paper?
2. How did the authors formulate the transportation

network and quantify the transportation
characteristics with nodal indicators?

3. What are the findings of this study?
4. If you want to achieve the same objective, how do

you formulate the network?
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The End
Thank you for your attention!

Email: chchan@ntnu.edu.tw
Website: toodou.github.io

Social Network Analysis

Photo credit: midjourney
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